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Abstract
Exposure is a fundamental component of a good picture. However, it can be quite
challenging to set the camera parameters to get it right. Overexposed shots can be
corrected, but this also demands some expertise. In this work, we try to show that
this correction can be automated using deep learning. We use conditional adversarial
networks in order to correct overexposed images. We mainly build our method on
previous work from [1] that introduced a successful GAN archithecture for image-to-
image translation problems. On top of that we make use of more recent techniques
to improve the quality of the reconstructions, such as spectral normalization, noise
injection and perceptual loss.

Overexposure and trivial solution

Overexposure happens on a picture when some areas are totally white. This means
that it is not possible to distinguish any shades of color within those areas, even
though the actual scene had some. Overexposure can be simulated easily by directly
cropping the pixel intensities of a picture to a certain threshold. However, this is not
how it happens in real life. A camera takes pictures using a sensor that converts light
intensity into pixel value and this sensor has a range of light intensities that it can
detect. Overexposure happens when the sensor is exposed to light intensity outside of
its range. Most of the time, pictures are then mapped to a non-linear light intensity
space, in order to match what we see with our own eyes.

Figure 1: Overexposure simulation and trivial inverse operation. In order to
generate a dataset with pair of images and overexposed images we used a sub-
sample of the Places365 dataset. Overexposed images are simply generated by
cropping pixel intensities in the gamma-space. In all the experiments: γ = 1/2.2
and τ = 0.5

.

It is possible to correct the overexposure by applying the inverse operation but the
resulting images do not look very natural.

Generative Adversarial Networks
Loss functions for the discriminator and the generator in the original GAN framework
[2].

LD = Ex∼pdata(x) log(D(x)) + Ez∼pz(z) log(1−D(G(z))) (1)

LG = Ez∼pz(z) log(D(G(z))) (2)

Image-to-image translation and Pix2pix

This problem can be seen as an image-to-image translation problem: transforming
overexposed images into correctly exposed ones. Therefore we chose to base our
model on the Pix2pix architecture [1]. This architecture (see Figure 2) presents two
advantages:

- Local discriminator: returns real/fake probability for multiple patches of the input
image.

- Image size invariance: any image size can be fitted in the network.

Figure 2: Example of U-net/PatchGAN architecture. Slightly different from
the one used for our experiments.

Loss design

- Least squares adversarial losses [3] for improved stability.
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- Supervised content loss: matching the reconstruction with the original image.

Lcontent = Ex,y
(
‖y −G(x)‖1

)
(4)

- Perceptual loss: matching features maps of VGG-19 for original and reconstructed
image. Similar losses are widely used in image-to-image translation and improve a
lot the reconstruction’s quality.

Lperceptual = Ex,y
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- Overall adversarial losses: a weighted combination of all of the above.

LG = LLS + λcLcontent + λpLperceptual (6)

Experiments

- Adding noise with a learnable scaling factor into after every convolution to give
’inspiration’ to the network, to fill areas where information was lost due to overex-
posure.

- Varying the field of view of the network. Each network has a field of view of 140
pixels. We tried multiple sizes and 140, besides having the best scores, produces
the most natural reconstruction.

Results

Pix2pix baseline Noise Perceptual + noise
Inception Score 18.36 19.26 21.46
Luminance Sim. 90.19 89.97 88.11
Contrast Sim. 88.29 88.74 90.63
Saturation Sim. 83.23 83.55 84.73

Figure 3: Example of reconstructed image (on the left) and ground truth (on
the right).

Conclusions and future work
Overall this method produced relatively satisfying results. It learnt to correct small
overexposure quite well, even if the whites in reconstructed images are still dimer.
However, for highly overexposed images, the networks have trouble to fill the areas
where all information was lost. This could be addressed using techniques from image
inpainting such as [4].
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